
Mid-term examination for course of Fundamentals of Statistical Machine Learning (20181115).

During the exam you may consult our text book “Information Theory, Inference, and Learning Algorithms”
(David J.C. MacKay), and your own handwritten notes.

You may not consult anything else, including calculators. Use symbols for irrational numbers, but simplify
rational expressions. So in your answers: lg 4 → 2, but leave lg3 as lg3. For clarity, use lg or log2 for
logarithm base 2 and ln for natural logarithm.

You will probably find some problems much easier than others. So please read all the problems first (and
write your name on each sheet of paper). If you have a question about the wording of a problem during the
first 15 minutes of the test, I will be happy to try to clarify.

Exam written by Paul Horton ©2018.



Your Name:

value of x Probability
0 ½
1 ¼
3 ¼

Table 1: Probability distribution f (x).

1. Let f (x) denote the probability distribution of the integers {0, 1, 3} shown in the table above. Let
G(n) be defined as the probability distibution over {0, 1, ..., 3n} obtained by summing the value of n
independent samples from f (x). So, for example, G(2) takes a value of 6 with probability 1/16.

What is the mean and variance of G(n)?



Your Name:

2. (a) Let f (x) = 1
2 , 1

4 , 1
8 , . . . represent a probability distribution over the natural numbers 1, . . .. In other

words, Prob[ f (x) = i] ≡ 2-i. What is the entropy of f (x)?

(b) Similarly, let g(x) = 1
3 , 1

3 , 1
9 , 1

9 , 1
27 , 1

27 , . . . represent another probability distribution over the natural
numbers. So, for example, g(9) and g(10) are both equal to 3-5. What is the entropy of g(x)?
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3. Let D1 and D2 denote the result of two independent rolls of a fair 4-sided die, and S the sum of those
two rolls (ranging from 2 to 8). More formally, D1 and D2 are independent random variables from a
uniform distribution over {1, 2, 3, 4}, and S≡D1 + D2.

What is the mutual information between D1 and S?
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4. There are three boxes of coins. Box S containing 2 silver coins, Box M containing 2 gold and 2 silver
coins, and Box G containing 3 gold coins. One of the three boxes is selected at random (each box having
probability 1/3 of being selected), and then a coin is drawn from the selected box. The drawn coin
happens to be silver.

What is the probability that the selected box is Box S?

Is the probability still 1/3? If not, how could drawing a coin after selecting a box affect which box was
selected?

(For this problem only, you may write your answer in Chinese if you prefer, 但不要用草書體字.)
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(-1,0.5) (1,0.5)

5. Best fit of a normal distribution to a rectangular one.

Imagine that numerical data are generated by taking independent samples from a distribution U(x)
uniform over (-1,1); like the gray rectangle shown above.

Probability Density[x] ≡

0.5, if − 1 ≤ x ≤ 1

0, otherwise

Assume we are forced to model the data with a single normal distribution N(0, σ2), like the dotted curve
in the figure at top.

Question: What value of σ2 maximizes the likelihood of data generated by U(x) given the model
N(0, σ2)? (Give precise mathmetical justification for your answer).

If extra space needed, you may use the following page as well.
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Continuation of question from previous page about best fit of a normal distribution to a rectangular one.
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6. Data X = x1, . . . is generated by a mixture model with components M1 and M2. When generating a data
point; first one of the components is selected using random numbers — selecting M1 with probability
1/4 (and therefore M2 with probability 3/4).

M1 is a normal distribution with mean µ = 0 and variance σ2 = 1.
M2 is a normal distribution with mean µ = 3 and variance σ2 = 2.

The first point generated is observed to have value of one (i.e. x1 = 1).

What is the probability that x1 was generated by component M1?
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